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Abstract In this paper, we describe
how geometrically correct and
visually realistic shadows may be
computed for objects composited
into a single view of a target scene.
Compared to traditional single view
compositing methods, which either
do not deal with the shadow effects
or manually create the shadows for
the composited objects, our approach
efficiently utilizes the geometric and
photometric constraints extracted
from a single target image to synthe-
size the shadows consistent with the
overall target scene for the inserted
objects. In particular, we explore
(i) the constraints provided by im-
aged scene structure, e.g. vanishing
points of orthogonal directions, for
camera calibration and thus explicit
determination of the locations of
the camera and the light source;

(ii) the relatively weaker geometric
constraint, the planar homology, that
models the imaged shadow relations
when explicit camera calibration
is not possible; and (iii) the photo-
metric constraints that are required
to match the color characteristics
of the synthesized shadows with
those of the original scene. For
each constraint, we demonstrate the
working examples followed by our
observations. To show the accuracy
and the applications of the proposed
method, we present the results for
a variety of target scenes, including
footage from commercial Hollywood
movies and 3D video games.

Keywords Matting and com-
positing · Image-based rendering ·
Computer vision · Shadow matte

1 Introduction

Matting and compositing are important operations in the
production of special effects [7]. During matting, fore-
ground objects are extracted from a single image or video
sequence. During compositing, the extracted foreground
objects are placed over novel background images. In the
film industry, this process is time-consuming, especially
for video sequences. Recently, many techniques have been
proposed aiming to improve the matting quality or to auto-
mate the process. Typical methods for pulling alpha mattes
are blue screen matting [20] and natural image/video mat-
ting [1, 2, 7, 14, 18, 22]. While these methods have proven

to be quite successful in pulling mattes in difficult natural
backgrounds, they focus on the matting issues and simply
apply alpha blending in the composition process without
dealing with the effects of shadows. However, shadows
provide important visual cues for depth, shape, contact,
movement, and lighting in our perception of the world
[11, 12].

In other efforts, shadows for compositing are typically
either created manually or composited using matted shad-
ows from the source scenes. The first kind of approach is
commonly called “faux shadow” in the film industry [25].
In this technique, artists use the foreground object’s al-
pha matte to create its shadow manually. Consequently,
the geometric accuracy of the “faux shadow” highly de-
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pends on the experience of the artists, and the color char-
acteristics of the “faux shadow” are interactively adjusted
by the compositor. In the recent work by [17], a semi-
automatic method for creating shadow mattes in cel ani-
mation is presented. Their system creates shadow mattes
based on hand-drawn characters, given high-level guid-
ance from the user regarding the depths of various objects.
The method employs a scheme for “inflating” a 3D figure
based on hand-drawn art. It provides simple tools for ad-
justing object depths, coupled with an intuitive interface
by which the user specifies object shapes and the rela-
tive positions in a scene. Their system obviates the tedium
of drawing shadow mattes by hand, and provides con-
trol over complex shadows falling over interesting shapes.
However, the method has difficulties in obtaining models
in matting and compositing operations. The second kind
of approach is to extract shadows from the source scenes
using luma keying or alpha matting [7, 20], which are
efficient when both the target and source scenes are ac-
cessible. The accessibility here means that the target scene
setup is controllable and known, i.e. we are able to obtain
the information about the camera and light source. Never-
theless, these methods would not simply apply to our case
since we have only a single perspective view of the tar-
get scene, e.g. a previously captured image or a frame in
a commercial DVD, which is inaccessible.

In this paper, we introduce a new framework for com-
positing that aims to relieve the above limitations for a sin-
gle view of target scenes. Toward this goal, we show how
to extract both geometric and photometric constraints,
that are necessary for correct and realistic shadow syn-
thesis, from a single view of a target scene. Particularly,
we focus on the exploration of (i) the constraints pro-
vided by imaged scene structure for camera calibration
and thus explicit determination of the locations of the
camera and the light source; (ii) the planar homology,
which models the imaged shadow relations when cam-
era calibration is not possible; and (iii) the photometric
constraints that are required to match the color character-
istics of the synthesized shadows with those of the ori-
ginal scene. There are three advantages of this framework:
first, this is a pragmatic framework for a single view case
where the auto-calibration based on motion alone is im-
possible and where, however, the ubiquitous presence of
buildings, vertical objects and other man-made structures
often provides sufficient geometric constraints for the de-
termination of the correct shadow location of an inserted
object. Second, the framework is flexible in that various
techniques suitable for different scenes can be easily inte-
grated in it. Third, it is simple and easy to implement.

We begin the paper with an introduction of the back-
ground material related to the projective geometry in
Sect. 2. In Sect. 3, we explore the geometric constraints
when the camera calibration is possible, and when it is not.
Section 4 describes the photometric constraint to match
the color characteristics of the synthesized shadows as

those of the original scene. We then demonstrate in Sect. 5
the results of our method applied to various real images
and applications in film production. Finally, Sect. 6 con-
cludes this paper with observations and proposed areas of
future work.

2 Background

2.1 Pinhole camera model

A pinhole camera, based on the principle of collinear-
ity, projects a region of R3 lying in front of the camera
into a region of the image plane R2. Consequently, a 3D
point M = [X Y Z 1]T and its corresponding projection
m = [u v 1]T in the image plane are related by a 3×4 ma-
trix P as

m ∼ K[R | t]
︸ ︷︷ ︸

P

M, K =
[

f γ u0
0 λ f v0
0 0 1

]

, (1)

where ∼ indicates equality up to multiplication by a non-
zero scale factor, R is the 3×3 orthonormal rotation ma-
trix, t = −RC, with C = [Cx Cy Cz]T representing the
coordinates of the camera center in the world coordinate
frame, is the translation vector, and K is a nonsingular 3×
3 upper triangular matrix containing the five camera in-
trinsic parameters: the focal length f , the aspect ratio λ,
the principal point (u0, v0) and the skew factor γ account-
ing for nonrectangular pixels.

2.2 Image of the absolute conic

The Image of the Absolute Conic [10], ω, is an imaginary
point conic directly related to the camera internal matrix,
K , as ω = K−T K−1, which can be expanded as:

ω ∼

⎡

⎢

⎢

⎣

1 − γ
fλ

γv0−λ fu0
fλ

∗ f 2+γ 2

f 2λ2 −γ 2v0−γλ fu0+v0 f 2

f 2λ2

∗ ∗ v2
0( f 2+γ 2)−2γv0λ fu0

f 2λ2 + f 2 +u2
0

⎤

⎥

⎥

⎦

,

(2)

where the lower triangular elements are denoted by “∗” to
save the space, since ω is symmetric. Instead of directly
determining K , it is possible to first compute ω and, then,
compute K uniquely as described in Sect. 3.1.

2.3 Planar homology

In the error-free case, imaged shadow relations (illumi-
nated by a point light source) are modeled by a planar
homology [21] (see Fig. 1). A planar homology is a planar
projective transformation that has a line of fixed points,



Single view compositing with shadows 641

Fig. 1. Geometrically, a planar object, π1, and its shadow (cast on
a ground plane π) are related by a planar homology

called the axis, and a distinct fixed point v, not on the axis
l, called the vertex of the homology.

In our case, the vertex v is the image of the light source,
and the axis, l, is the image of the intersection between
planes π1 and π. Under this transformation, points on the
axis are mapped to themselves. Each point off the axis,
e.g. t2, lies on a fixed line t2 s2 through v intersecting the
axis at i2 and is mapped to another point s2 on the line.
Note that i2 is the intersection in the image plane, although
the light ray t2 s2 and the axis, l, are unlikely to intersect in
the 3D world.

One important property of a planar homology is that
the corresponding lines, i.e. lines through pairs of corres-
ponding points, intersect with the axis: for example, the
lines t1t2 and s1 s2 intersect at a, a point on the axis l.
Another important property of a planar homology is that
the cross ratio defined by the vertex, v, the correspond-
ing points, ti and si , and the intersection, ii , of the line
ti si with the axis, is the characteristic invariant of the ho-
mology, and is the same for all corresponding points. For
example, the cross ratios of the four points {v, t1; s1, i1}
and {v, t2; s2, i2} are equal.

3 Geometric constraints

In this section, we first describe how to determine the
position and orientation of the light source and camera
when the imaged scene structure provide enough calibra-
tion constraints, which is called “strong geometric con-
straints”. Then we show it is still likely to generate the
shadow of an inserted object, provided that it is planar or
distant, when the camera calibration is not possible. We re-
fer to this constraint as “weak geometric constraint”. For
each case, we give some working examples followed by
discussions.

3.1 Strong geometric constraints

The orthogonal vanishing points, the intersections of im-
aged parallel lines, are ubiquitously present in man-made

Fig. 2. a One frame of the movie “Sleepless in Seattle” (1993). The
extracted feature lines are plotted by five different colors: red, green
and blue lines are along X, Y , and Z directions, respectively in the
3D world coordinate system, cyan lines are shadow lines of some
spiked fence, and magenta lines are along the light source direction.
b The recovered 3D scene, where the yellow square pyramid on the
right indicates the camera location that captures a

structures and can be used for the camera calibration [4,
5, 15]. For example, given a typical frame (Fig. 2a), we
are able to extract three sets of parallel lines for camera
parameter estimation shown in red, green and blue, re-
spectively.

Therefore, we can compute the three mutually orth-
ogonal vanishing points, denoted as vx , vy and vz , along
the world X-axis, Y -axis and Z-axis, respectively, by in-
tersecting the image projections of the lines along each
direction. Since vx , vy and vz are along mutually orth-
ogonal directions, we have three linear equations in term
of ω in Eq. 2:

vT
xωvy = 0, vT

x ωvz = 0, vT
yωvz = 0. (3)

In addition to the calibration constraints provided by the
imaged structure, other constraints can be obtained from
the priors of a normal camera used in graphics, includ-
ing zero skew, γ = 0, and known aspect ratio λ, usually 1
(square), 1.2 (widescreen) or 0.9,

ω12 = 0, ω22 = 1/λ2, (4)

where ωij denotes the element in thi th row and j th col-
umn of ω in Eq. 2. The five linear constraints in Eq. 3 and
Eq. 4 are sufficient to solve the five unknowns in ω. After
the camera calibration, we can compute the camera inter-
nal and external parameters, i.e. the projection matrix P in
Eq. 1, up to a scale as shown in [4]. The scale is related to
the camera location, and can be eliminated as follows. The
fourth column, p4, of P is nothing but the projection of the
3D world origin, [0 0 0 1]T , since (denoting the i th column
of P as pi),

[p1 p2 p3 p4][0 0 0 1]T = p4.

Without loss of generality, we use the corner of visible
walls, at image location (313.4, 206.4), as the imaged
world origin for the view shown in Fig. 2a. In other words,
p4 = α[313.4 206.4 1]T , where α is the similarity ambigu-
ity. If we specify the height of the upper most green line
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from the ground plane as the unit distance, which removes
the unknown similarity ambiguity α, the computed camera
location is (1.83, 8.13, 0.96).

Finally, the partially reconstructed scene of the image
Fig. 2a is shown in Fig. 2b. Note that we do not need
to fully reconstruct the target scene for image composit-
ing applications since it is already present in the existing
image. Note also that we reconstruct the Fig. 2b using
the planar homographies that map the world planes to the
image planes, since the traditional triangulation method
[10] would not work in our case due to the fact that there
is only a single view. For example, we compute the planar
homography, Hz that maps the world plane Z = 0, i.e. the
ground plane, to the image plane as Hz = [p1 p2 p4].

The imaged light source position, v, can be computed
by intersecting the images of the parallel lines along the
light source direction, e.g. the magenta lines in Fig. 2a.
Note that v is not visible in Fig. 2a. Since the target scene
in Fig. 2 is illuminated by an infinite light source (the sun-
light), the angles φx (φy and φz , respectively) between the
light source direction and the world X-axis (Y and Z-axis,
respectively) can be computed as,

φj = cos−1
vT

j ωv
√

vTωv
√

vT
j ωvj

, j ∈ {x, y, z}. (5)

For the image in Fig. 2, the computed angles are φx =
119.6◦, φy = 138.9◦ and φz = 64.4◦.

The second computation example is the single view
shown in Fig. 3, available from the University of Wash-
ington. The same process for the camera calibration and
the computation of P as described above can be simply
applied using the feature lines in Fig. 3a. The difference
is that Eq. 5 can not be used to compute the light source
orientation since it is difficult to identify more than one
line along the light source direction and, consequently, is
unlikely to compute the imaged light source, v, from a sin-
gle view shown in Fig. 3. In this case, however, we can
still compute the light source orientation by using two fea-

Fig. 3. a A view with the extracted feature lines for camera cal-
ibration plotted in three different colors, each of which has the
same definition as that in Fig. 2. b The 3D world coordinate system
and the 3D coordinate values, denoted by corresponding upper-
case characters, of three image feature points (t, b and s) used to
compute the orientation of the light source

ture points along the lighting direction: t on the person’s
head and its cast shadow position s on the ground shown
in Fig. 3b. Without any difficulty, we can identify the cor-
responding bottom point b of t on the ground plane (X −Y
plane), such that it has the same 3D X and Y coordinates
as t. Then, we compute the points, b and s, in the world
coordinate system as

[Xb Yb 1]T ∼ H−1
z b, [Xs Ys 1]T ∼ H−1

z s.

The Z coordinate, Zt , of the feature point t is then esti-
mated from the equation (two equations, one unknown),
t ∼ P[Xb Yb Zt 1]T . For the distant light source, the sun-
shine, two 3D points, t and b, along the lighting direc-
tion are enough to give us light source direction as [Xb −
Xs, Yb −Ys, Zt]T .

Before we end this section, we want to make a few ob-
servations. First, it might be difficult to approximate the
camera pose and lighting direction by simply looking at
shadow lines in a perspective view. For example, it is dif-
ficult to tell the angle in 3D world, β, between the cyan
shadow lines (Fig. 2a) and the red lines, since the imaged
shadow lines intersect at a finite point, (678.8, 82.5), and
hence each of them gives different values of that angle β.
However, our method is able to compute β as 56.3◦. Sec-
ond, single view calibration is necessary in most cases,
even for a clip from a commercial movie, in that the static
shot is the basic camera shot of all motion pictures. An
example of this would be the original shot at time in-
stance around 01:28:30 containing the frame (Fig. 2). The
last remark is that the new findings of camera calibration
objects, such as parallel shadows [4] and co-planar cir-
cles [6], could be easily integrated into this framework,
although we do not give examples here.

3.2 Weak geometric constraints

For the cases where single view camera calibration and
the explicit geometric light source estimation are not pos-
sible, we utilize a relatively weak constraint, the planar
homology, which makes it possible to synthesize the cor-
rect shadows of an inserted object if the object is planar or
distant.

One example target scene is shown in Fig. 4a, and the
computation process is as follows. We first choose three
pairs of corresponding points under a planar homology,
e.g. 〈t2, s2〉, 〈t1, s1〉 and 〈b1, b1〉 as input. Then, we com-
pute the planar homology, H, directly as [10]:

H = I + (µ−1)
vlT

vT l
, (6)

where I is the identity matrix, µ, v and l are given as

v = (t2 × s2)× (t1 × s1),

l = ((t2 × t1)× (s2 × s1))×b1,

µ = {v, t1; s1, i1}.
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Fig. 4a,b. Example to find the correct shadow pixels of an inserted
real soccer player into a snapshot of the game FIFA 2003. a shows
three pairs of corresponding points under a planar homology, i.e.
〈t2, s2〉, 〈t1, s1〉 and 〈b1, b1〉. The point b2 is used for the computa-
tion of the vertical vanishing point, but not used for computing H.
b plots the the computed shadow pixels, marked in white, of the
inserted object

Note that i1 is the intersection in the image plane, although
the light ray t1 s1 and the axis, l, are unlikely to intersect in
the 3D world.

Now we describe how to determine the correct shadow
position of the inserted real player in Fig. 4b, which is
matted from Fig. 11. Obviously, the distant standing per-
son can be approximated as a planar object in some ver-
tical plane, denoted by π2 as shown in Fig. 5. We have
already computed the planar homology, H, from the plane
π1 to π and, hence, its vertex v and axis l1. The new ho-
mology, H2, that maps the points on the plane π2 to their
shadows on plane π, has the same vertex v as that of H.
The axis, l2, of H2 is the intersection of the plane π2 and
π, and can be found by specifying two points p1 and p2 on
the intersection, i.e. l2 = p1 × p2. The manually specified
points are shown in Fig. 4b. Denote by b the intersection of
two axis l1 and l2, and by vy the vertical vanishing point.
The vy can be computed by intersecting two vertical ob-
jects, such as t2b2 and t1b1 in Fig. 4a. We then randomly
choose one point t on the vertical line lv passing through b
and vy. Finally, the H2 is computed as:

H2 = I + (µ2 −1)
vlT

2

vT l2
,

Fig. 5. The geometry for computing the shadow positions for any
points on plane π2, given the planar homology, H, that relates the
planar object, π1, and its shadow (cast on a ground plane π)

where

µ2 = {v, t; Ht, (t × (Ht))× l2}.
Note that the four points should be scaled to inhomo-
geneous coordinates to compute µ2. Consequently, given
any point, x, in the plane π2, it is easy to compute its
shadow position, xs, on the plane, π, by simply applying
the 2D transformation, xs ∼ H2x. The computed shadow
pixels corresponding to the inserted object in Fig. 4b are
marked as white.

The technique described in this section is mostly re-
lated to the popular technique, commonly called “faux
shadow” in the film industry [25], for which artists also
use the foreground object’s alpha matte to create its
shadow by warping or displacement-mapping the shadow.
Compared to “faux shadow” created by hand, however, the
proposed approach has two advantages. First, our method
models the imaged shadow relations by the planar homol-
ogy and is able to obtain geometrically correct shadow
positions, while the geometric accuracy of the “faux shad-
ow” highly depends on the experience of the compositors.
Second, our method infers the most likely rendered shad-
ows from the original shadows in the target scene, while
color characteristics of the “faux shadow” are manually
adjusted by the compositor. This photometric constraint
is described in the next section. In addition, the proposed
method is simple and easy to implement. The major inter-
actions consist of specifying three pairs of points 〈t2, s2〉,
〈t1, s1〉 and 〈b1, b1〉 as shown in Fig. 4a, and two points p1
and p2 as shown in Fig. 4b. Notice that the above given
examples are for vertical objects, since we observe that
vertical objects are ubiquitous in the real world, and also
typically we are interested in inserting a new actor, which
is mostly standing and thus again is vertical, into some
target scene.

4 Photo-realistic constraints

While the geometric constraints help us to place shadows
and reflections at correct positions, we also need to match
the color characteristics of the shadows as those of the real
scene. In order to create visually realistic shadows over the
target image, we enforce the shading image values [3] of
the synthesized shadows of the inserted objects to be the
same as those of shadows cast by the existing objects in
the original target image. The shading image (or illumina-
tion image), S(x, y), together with the reflectance image,
Iunshadow(x, y), are called the intrinsic images. Generally,
the observed image, Ishadow(x, y), can be modelled as the
product of these two intrinsic images:

Ishadow(x, y) = S(x, y)Iunshadow(x, y). (7)

Therefore, our problem reduces to recovering the shading
image, S(x, y), from the input image Ishadow(x, y).
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Recently, many approaches [9, 23, 24] have been pro-
posed to derive illumination image and reflectance image
from either a single image or a video of an object under
different illumination conditions. Theoretically, those de-
composed light maps could be used as shadow mattes in
our work. However, the method [24] involves recording
a sequence of images of a fixed outdoor scene over the
course of a day, while the strategy [23] requires a trained
classifier that must incorporate the knowledge about the
structure of the surface in the target scene and how it ap-
pears when illuminated. Therefore, these are not practical
for our case, since we are provided with only a single view
of the target scene, which is inaccessible. On the other
hand, the more recent method [9] aims to recover intrin-
sic images by entropy minimization from a single image,
but is based on the assumptions, e.g. narrow-band (or
spectrally-sharpened) sensors and Planckian lights, and is
not able to handle the compression effects such as JPEG
effects. Nevertheless, our challenge is compositing objects
into a given image or a frame of a video, which are typic-
ally compressed.

Our approach takes advantage of the property that
changes in color between pixels indicate either reflectance
changes or shading effects [23]. In other words, it is un-
likely that significant shading boundaries and reflectance
edges occur at the same point. Therefore, we make the
assumption that every color change along the shadow
boundaries, the edges caused by illumination difference
only (e.g. Fig. 6b), is caused by shading only, i.e. the
reflectance image colors across the shading boundaries
should be the same or similar. In practice, considering the
gradual change along the normal direction of the shadow
boundaries, due to either compression effects or soft shad-
ows, the input image pixel value, Ishadow(x, y), and the
reflectance image pixel value, Iunshadow(x, y), of boundary
pixel, (x, y), are obtained as

Ishadow = median{Ishadow(m, n):(m, n) ∈ Ni}, (8)
Iunshadow = median{Ishadow(m, n):(m, n) ∈ No}, (9)

where Ni and No are subsets of the set of neighbor pix-
els of (x, y), and the subscripts denote whether the pixels
are inside (Ni) or outside (No) of the shadows. Previ-
ous methods also use color differences on two sides of
a shadow boundary for estimating the influence of an illu-
mination source [13, 19]. In our implementation, we use a
7×7 neighborhood, e.g. the pixels bounded by the red box
in Fig. 6a. From Eq. 8, we can compute the shading image
value as, S(x, y) = Ishadow(x, y)/Iunshadow(x, y), for each
pixel (x, y) along the shadow boundaries. Notice that for
each color channel (red, green and blue), S is computed
independently.

For example, the computed S(x, y) along the bound-
aries of the shadow map (Fig. 6b) is plotted in Fig. 6 (c,d).
The interesting observation is that the changes in a color
image due to shading affect three color channels dispro-

Fig. 6. a A shadow patch in a target scene shown in Fig. 10b.
b The shadow boundary detected by Canny edge detector. c The
histograms and d the fitted Gaussian distributions of the computed
shading image values, for all pixels along the shadow boundary

portionally. Obviously, the shading affects the red color
channel the most and the blue color channel the least. This
coincides with the observations in [16] that shadow pix-
els appear more “blueish”. While there are some richer
models to model this effect, we simply use different shad-
ing image values along three color channels to approxi-
mate the effect, i.e. S = diag(βR, βG , βB). The S matrix
is assumed approximately constant, and computed using
the median value of all computed S(x, y) for pixels (x, y)
along the shadow boundary. For each computed shadow
pixel, (u, v), of the inserted object (e.g. white pixels in
Fig. 4b), we are able to compute its pixel value after shad-
ing as

Ishadow(u, v) = diag(βR, βG , βB)Iunshadow(u, v).

In the scene in Fig. 6, the computed shading image
values are βR = 0.67, βG = 0.78 and βB = 0.91. Pro-
vided that the ground surface is locally flat and partially
under shadow, which is mostly true in the real world,
our experiments show that this approximation works
well.

5 Results

The proposed method has been tested on an extensive
set of target scenes. The shown target scenes vary from
frames in commercial movies, frames in videos available
on the internet, snapshots in 3D video games to images
taken by the authors. In Sect. 5.1, we apply our method to
two target images that can be calibrated. Then, in Sect. 5.2,
we demonstrate the performance of our method on target
images where strong geometric constraints are not avail-
able. Finally, we show the applicability of our method to
film production in Sect. 5.3.
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Fig. 7a–e. The comparison of our method with the shadow matting method proposed by [7]. We aim to composite the child in a into one
frame from the commercial movie “Sleepless in Seattle” (1993), as shown in Fig. 2

5.1 Scenes where strong geometric constraints are
available

The first target frame is from the commercial movie
“Sleepless in Seattle” (1993), as shown in Fig. 2. We
first compute the positions and orientations of the cam-
era and the light source using the method described in
Sect. 3.1. Then, we use the shadow edges marked by white
lines shown in Fig. 7d to obtain the shading image values
(βR = 0.48, βG = 0.43 and βB = 0.46). The color charac-
teristics of our synthesized shadow in Fig. 7d and zoomed
in (e) is comparable to that by [7] in (b) and (c). However,
our result is obtained by using a single frame, while their
method involves 512 frames, from which we find the dark-
est and brightest value at each pixel as shown in Fig. 8. In
addition, it is difficult for [7] to ensure that the relation-
ship of the light source, reference plane, and camera in the
source environment is the same as that in the target due to
the potential perspective distortions. Note that we multi-
ply the R, G and B values of each pixel of the composited
foreground object, the child, by manually specified con-
stant scales (0.50, 0.38 and 0.38) to match the intensity
differences between the source and target image and the
“reddish” effects in the target scene.

In the second experiments, we aim to expand a small
statue (Fig. 9a) into the target image (Fig. 3). It is based
on the computed relative position and orientation with
its principal axis coinciding with the computed lighting
direction. The result shown in (c) demonstrates that our
method is able to synthesize shadows with correct geomet-
ric relationship and realistic color characteristics. We use
the shadow edges marked by red lines shown in Fig. 9c
to obtain the shading image values (βR = 0.34, βG = 0.42
and βB = 0.51). Note that we multiply the intensity of
each pixel of the composited foreground object, the small
statue, by constant scales 1.28 to match the intensity dif-
ferences between the source and target image.

Fig. 8a,b. The lit and shadow images of the Seattle sequence. Note
that we are only interested in areas where the inserted foreground
might cast shadows, which in our case is located on the left bottom
separated by the yellow lines. a Target shadow image b Target lit
image

Fig. 9a–c. We expand a small statue a into the target shown in
Fig. 3. a The image from the camera’s view point. b The image
taken by a camera whose principal axis coincides with the com-
puted lighting direction. c shows the final composite with convinc-
ing shadows obtained by our new compositing method

5.2 Scenes where only weak geometric constraints are
available

We also created shadows for planar objects, e.g. a parking
sign post as shown in Fig. 10. The input feature points, in-
cluding three pairs of points that are corresponding under
a planar homology and one point used for the compu-
tation of the vertical vanishing point, are plotted in the
same color in Fig. 10b as those in Fig. 4a. In this experi-
ment, we demonstrate the advantage of using different
shading image values along each color channel. Our fi-
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Fig. 10. c The result by assuming that any changes in a color image
due to shading should affect all three color channels proportionally.
a Source image. b Target image. d Our result

nal result shown in Fig. 10d is noticeably more realistic
than the result in (c) in that shadow regions are illu-
minated by the sky, and the sky is assumed to be blue
and the only source of illumination on shadowed regions
[16]. The shading image for (d) is computed in Sect. 4,
while for the result (c) we use the intensity image and
compute the shading image value as βR = βG = βB =
0.72.

For all of the above experiments, the light source is the
sunshine. We also demonstrate our method for the syn-
thetic light source from the snapshot of a 3D video game,
plotted in Fig. 4. No matter whether the light source is fi-
nite or not, our method is able to synthesize the correct
and realistic shadow for an inserted real player, shown in
Fig. 11. Note that the very impressive shadows are gener-
ated even for the raised hand of the real player. The weak
geometric constraint is computed in Sect. 3.2. We use the
shadow edges marked by red lines shown in Fig. 11, right,
to obtain the shading image values (βR = βG = βB =
0.50).

Fig. 11. The performance of our method for the synthetic light
source from the snapshot of a 3D video game as shown in Fig. 4.
Left: the source image. Right: a zoomed view of our result

5.3 Application in film production

To demonstrate the strength of our method, we apply it on
two commercial Hollywood movies: “Sleepless in Seat-
tle” (Fig. 12) and “The Pianist” (Fig. 13). The camera and
light source parameters of “Sleepless in Seattle” are recov-
ered as described in Sect. 3.1. For the “The Pianist”, we
first calibrate the camera using the feature lines shown in
Fig. 14a. To recover the light source geometry, we click
twelve correspondences, t, s and b as shown in Fig. 14b
and c, in the first twelve frames of the original clip.

Based on the analysis of the target scenes, we observe
that the light source of the “Seattle sequence” is typical
daytime sunlight, and the camera is at a location above
the ground plane at a height of a typical person. We cap-
ture the source videos at some park with similar lighting
condition using an off-the-shelf Sony video camera off
the shelf. For the “Pianist sequence”, it is very difficult to
place a light at the computed light source position and then
transfer the shadows extracted from the camera view to
the target video, since, in order to do this, one would need
a very dark (otherwise double shadows might appear) and
huge studio (around 100 meters according to our compu-
tation) to ensure the geometry match as the target back-
grounds. In our case, alternatively, we place two video

Fig. 12a–f. Three example frames a, b and c of our composite of
the Seattle sequence. The bottom row plots the zoomed in views of
the frames above them

Fig. 13a–f. Three example frames a, b and c of our composite of
The Pianist. The bottom row plots the zoomed in views of the
frames above them
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Fig. 14. a is one frame from the movie The Pianist, with the extracted feature lines for camera parameters estimation plotted in three
different colors with the same definitions as that in Fig. 2a. The two yellow dashed lines intersect at a point, O, which is specified as the
image of the world coordinate origin. b & c are two close views of two frames with extracted features (t, b and s) used to compute the
light source geometry

cameras on the 3rd and 2nd floors of a parking garage to
capture the videos that would be seen from the original
camera and light source. In other words, the shadow map
[8] in 3D graphics is implemented using a real camera and
applied in film production.

In both clips, our method successfully composites not
only the foreground objects, but also its geometrically cor-
rect and visually convincing shadows into the commercial
movies without special setup. The results are shown in
Fig. 12 and Fig. 13. We treat the case where the shadows
of the added sequence overlap with the original shadows
in the original sequence as follows. When the inserted
objects cast shadows on some existing shadow areas, we
retain the original appearance. The existing shadow areas
can be computed based on the comparison of the input
frame and the target shadow image shown in Fig. 8a.

6 Conclusion and future work

This paper presents a framework for rendering shadows of
objects composited into a single target view. This method
is especially useful when the target scene is not accessible,
e.g a given image or frame from a commercial movie. We
explore both the geometric and photometric constraints,
and utilize them for correct and realistic shadow synthesis.
The experimental results demonstrate that this method is
efficient and can be applied to a variety of target scenes.

Compared to the shadow matting methods, our frame-
work is able to handle cases where one aims to transfer
objects into inaccessible scenes and requires only a single
view. In addition, our framework has advantages over the
traditional “faux shadow” in that it increases the geometric
accuracy and visual reality of the synthesized shadows. As
a pragmatic and flexible framework, it is also simple and
easy to implement.

Our method has a number of important restrictions.
First, the alpha blending of shadows is an approximation
and only valid for scenes with one dominant, point-like
light source, and it does not model potentially complex
effects arising from interreflections. Second, we require
the target background to be planar. Despite these restric-
tions, we believe that in many settings the shadows cre-
ated by our approach are more plausible than the manu-
ally generated “faux shadow”. Traditional shadow gener-
ating methods typically share our requirement for a single
matched key light source and have difficulties to model
complex effects arising from interreflections. However,
they cannot synthesize a geometrically correct silhouette
of the shadow when the view from the lighting direction is
too far from the camera’s viewpoint.
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